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Abstract 
A Time-Aware Shaper (TAS) ensures ultra-low jitter 
and bounded delays in Time-Sensitive Networks 
(TSN), assigning streams to queues and 
opening/closing gates through a Gate Control List 
(GCL). We propose a novel TAS implementation 
with a closed-loop controller replacing the GCL, 
enhancing robustness and network utilization while 
meeting critical requirements. 

Introduction 
Time-Sensitive Networks (TSN) follow standards 
that enable deterministic communication for real-
time applications over Ethernet or WiFi, allowing 
traffic with different priorities to coexist. We 
distinguish between non-critical (Best-Effort, BE) 
and critical traffic. A TSN system consists of end-
stations (sources and destinations of frames) and 
bridges (data link layer interconnection devices with 
time synchronization and traffic shaping 
capabilities). An IEEE 802.1Qbv Time-Aware 
Shaper (TAS) assigns incoming traffic to queues 
sharing a common egress port. Transmission 
windows for each queue are regulated by per-queue 
gates that open and close following a Gate Control 
List (GCL) synthesized from a schedule solution. 

Typically, the systems under consideration schedule 
time windows offline to transmit critical streams and 
use the remaining time to accommodate 
(unscheduled) BE traffic. Still, offline-computed 
schedules tend to be rather conservative, as they 
assume the worst-case scenario for clock skew, frame 
size, frame-processing time in bridges, to name a 
few, causing the windows to be larger than the actual 
size of the frames (Figure 1). Therefore, our principal 
objective is to reclaim for BE traffic the slack inside 
the conservatively scheduled windows. 

Proposed Approach 
We present a novel proposal for implementing a TAS 
based on a closed-loop controller that opens and 

closes the gates, adjusting the windows to the actual 
critical frames size, and replacing the TAS 
automaton that opens and closes according to the 
GCLs. We first model the TSN using Timed 
Continuous Petri Nets (TCPN), extending the 
bottom-up methodology in [1] and focusing on 
representing TSN elements by TCPN modules. 
Afterward, these modules are merged, following the 
network topology, to obtain a monolithic model 
representing the TSN system behavior. 

The equations describing the dynamic behavior of the 
TCPN allow different control techniques to be 
applied for opening and closing the TAS gates. In 
addition, these techniques increase the robustness of 
the system against manageable disturbances and 
parametric variations. We propose the use of 
backstepping control [2], as this technique is well-
suited to the system given its characteristics, 
although others could be considered. Figure 2 
outlines our control scheme. 

Starting from the conservative windows w, given 
by the offline-computed schedule, we adjust their 
starting and ending times to open gates only when 
critical frames are ready for transmission. Updated 
windows ⍵ are translated into control references 
𝑟𝑟, which specify how many bits in the scheduled 
frames must pass through each gate at each instant. 
The controller compares these references to the 
actual frames each gate is attending and uses the 
equations from the TCPN model to adjust any 
discrepancies, activating the gates so that the correct 
number of bits passes at each instant. 

Case Study 
We consider an in-line network topology consisting 
of 2 bridges with 2 end-stations each. Six critical 
streams are scheduled using the method in [3], 
although others could be employed, considering a 
maximum clock skew and a processing time of 
frames in bridges of 2 μs. Figure 3 shows some 
results obtained during the simulation. Note that 
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Figures 3a and 3b are practically the same, meaning 
the reference obtained is tracked correctly, so the 
system output is the expected one. 

Conclusions 
We propose a controller to replace the IEEE 
802.1Qbv TAS automaton of a TSN in opening and 
closing gates, which tracks the error between the 
expected and actual critical traffic. It enables the 
implementation of dynamic schedulers, recovering 
bandwidth for non-critical traffic (BE) by tightening 
the windows of critical traffic and adjusting the 
schedule without stopping the TSN system to deploy 
the new TAS GCLs. 
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Figure 1: Slack reclaimable when the frame is starting its transmission within w1, at the beginning of w4, and ends it at the end 
of w2. If the frame is lost, the slack to be reclaimed is the whole window w3. 

 
Figure 2: Control scheme. 

 
Figure 3: Some of our simulation results. (a): the updating windows (w→ 𝜔𝜔) and references generation (𝑟𝑟) processes for stream 
𝑠𝑠6. (b): marking evolution of the TCPN representing the bridge 𝐵𝐵𝐵𝐵2 output port to end-station 𝐸𝐸𝐸𝐸4, traversed by stream 𝑠𝑠6. 
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